
LHC Industrial Control System under Analysis 

CONCLUSIONS 
  

In this initial phase of  the project the collected data have not been extracted directly from a central database; almost all of the diagnostic information is not centrally archived yet, so we had to access the individual 

control machines, which are currently used in the production environments. This means that we had to agree with each application-responsible and synchronize the data extraction with the current LS1 activities in order 

to not alter or affect the normal behaviour of the control system. Another issue we had to face is the sensitive information - i.e. mistyped passwords, usernames, confidential information, etc… - contained in the log files: 

in these cases we had to exclude the entire files or sometimes just replace them with anonymous strings. The XML  format has been chosen as the common format for all the collected data in order to be properly 

interpreted and analysed in the following phase; so even the log files, which contain just plain-text data, need to be formalized in a XML-based structured format. Furthermore a heterogeneous granularity of the 

information has to be taken into account during the analysis: if a signal or alarm is missing, it can be due to the lack of information or a different time window history. Having said all that, it is quite probable that we will 

need to refactor the data again in order to fit the specific requirements of the Siemens analysis framework that we are going to use. 

F. Tilaro, A. Voitier , M. Gonzalez Berges (CERN, Geneva, Switzerland) 

Nowadays high-end industrial control systems, like CERN experiments, produce huge amounts of data that need to be stored after proper pre-treatment phases. Our main goal is to build a 

computing system able to extract possible patterns and discover new insights hidden in the data itself. Then these results can be used to improve the effectiveness, the efficiency and the 

predictability of control process. Due to the size and the heterogeneity of the CERN industrial environment we need to cope with different data types, numerous data sources and a wide range of 

data formats. So our approach needs to be generic enough to deal with all this diversity and should allows us to correlate information which is a priori totally independent. Within the OpenLab 

collaboration with Siemens an “Offline Control System Health” has been chosen as initial use-case of this data-analytics activity. 

Initial Steps Towards Control Data Analysis 
Before starting the real analysis activity it is necessary to extract and assemble all the data that has been chosen as target; the amount of this information must be 

large enough to contain possible patterns, but at the same time concise enough to be analysed within an acceptable time limitation. During this pre-processing phase 

any evident noise, which could alter or obfuscate the observation, must be removed (“data-cleaning”). Sometimes it has also been necessary to add meaningful 

information which completes and gives more sense to the initial data-set: we needed to add the descriptions associated to the control alarm values, which otherwise, 

remain meaningless numerical values. Furthermore due to the huge size of the CERN control system, a topology description has been created with the main aim of 

providing the subsequent analysis activity with additional information about the system structure - under the assumption that two entities which operate in the same 

control subsystem are more correlated than two entities of different subsystems. 
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